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Time-Frequency Localization Measures for Packets
of Orthogonally Multiplexed Signals

Christopher Boyd, Renaud-Alexandre Pitaval, Olav Tirkkonen and Risto Wichman

Abstract—We consider measures of time-frequency localization
(TFL) for stochastic signals. The approach is complementary
to the use of TFL in prototype filter design; here, TFL is
instead applied to multiplexed waveform packets, with the
objective to evaluate multi-user interference in a multiple access
scenario rather than combat channel dispersion. We show that
a generalization of the Heisenberg parameter to N -dimensional
stochastic signals directly characterizes the localization of the
inter-user interference in the time-frequency phase space. A tight
bound is provided that shows the fundamental trade-off between
the TFL of a packet and orthogonality among the multiplexed
waveforms inside the packet. Hermite-Gauss waveforms are
optimally localized with regard to this measure. We also derive
expressions for the TFL of a Gabor system consisting of Nt

time- and Nf frequency-shifts of a prototype, on conventional
and staggered lattices. In the limit of large N , the particular
properties of the prototype yield diminishing returns to the
overall localization. Lastly, we compare the performance of
waveforms in a connectionless and asynchronous random access
scenario. At lower access intensities, where the out-of-band
emissions are the significant limiting factor, the outage probability
for smaller access packets is shown to vary significantly between
modulations. This variability diminishes when N is increased,
consistent with the presented theory.

Index Terms—Time-frequency localization, Heisenberg
parameter, stochastic signals, orthogonal multiplexing,
Hermite-Gauss functions, asynchronous random access.

I. INTRODUCTION

A major challenge in the design of waveforms for
communications is to maintain orthogonality, to facilitate the
optimal recovery of signals over noisy channels while trading
off time-frequency localization (TFL) and waveform density.
Strictly localized waveforms minimize spectral leakage and
provide robustness in dispersive channels, while a higher
waveform density generally corresponds to a better spectral
efficiency [1].

In a communication scenario where there are simultaneous
radio transmissions conducted on adjacent time slots and/or
frequency carriers, it is vital to control and mitigate the
inevitable leakage of power, and consequential interference,
between the transmissions. This can be aided by the use
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of well-designed prototype waveforms, strictly contained
in the time and frequency domains as to limit their
mutual interference properties with their translated neighbors.
Conventionally, measures of this interference include the
adjacent channel leakage ratio (ACLR), adjacent channel
selectivity (ACS), and inter-symbol interference (ISI).

The Heisenberg parameter is a measure of the
time-frequency localization of a given waveform, related to
Heisenberg’s well-known uncertainty principle from quantum
mechanics [2], [3]. It states that a function and its Fourier
transform cannot be simultaneously well-localized, a limitation
which follows from Fourier analysis. The Heisenberg
parameter is adopted in the literature as a convenient catch-all
measure describing the overall interference leakage properties
of waveforms [4]–[7]. Discussions involving the Heisenberg
parameter in the literature consider the TFL of a single
waveform, a prototype filter, upon which Gabor systems are
built [4]. The idea is to produce multicarrier waveforms that
are robust against channel dispersion.

In this paper, we consider the overall localization of a
transmission packet consisting of a number of orthogonal
waveforms, expanding upon our work in [8]. This is a
complementary perspective to considering the TFL of a
prototype filter. Instead of minimizing intra-user interference
in time and frequency selective channels, we are interested in
the interference caused between uncoordinated transmissions
from multiple users in frequency flat channels. Such analysis
is motivated by the paradigm shift in wireless communication
technologies towards relaxed synchronization constraints and
uncoordinated transmission [9], [10]. While the impact of
the prototype filter’s TFL on the orthogonality and power
leakage inside a single user’s transmission will remain
important to mitigate channel dispersion, of equal concern
in an asynchronous system will be the external interference
properties of the transmissions. Intuitively, by imposing
orthogonality on the component waveforms one limits the
achievable TFL of the overall transmitted packet. For
example, out-of-band (OOB) power reduction methods for
orthogonal frequency-division multiplexing (OFDM), such
as filtering or windowing, typically rely on increasing the
time-dispersion and/or sacrificing orthogonality between the
component waveforms.

The main contributions of this paper are as follows:
• We generalize the Heisenberg parameter applied to

a stochastic signal constructed from a family of
N waveforms modulated by statistically independent
symbols, and show that this measure describes the
overall localization characteristics of the signal from
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the perspective of interference victims. We stress that
from the perspective of the intended receiver of such a
transmission, the performance of component waveforms
inside the signal in dispersive channels is not fully
captured by the generalized Heisenberg parameter (GHP).

• For a stochastic signal consisting of orthogonal
waveforms spanning an N -dimensional subspace in the
Hilbert space of square integrable functions, the presented
Heisenberg-type analysis leads to a TFL bound inversely
proportional to N . It means that for designing packets of
orthogonally multiplexed signals there is a fundamental
trade-off between TF-localization of the packet and
orthogonality among the component waveforms.

• In terms of the GHP measure, an optimal basis
for constructing N -dimensional stochastic waveforms
consists of the N Hermite-Gauss functions based on
polynomials with the lowest degree. In [6], [11]–[13],
linear combinations of Hermite-Gauss functions were
used for the design of well-localized prototype filters for
Gabor systems, while in [14], Hermite-Gauss functions
were used in a multipulse multicarrier system. Due to
optimal GHP, this family is a good orthogonal basis for
designing multiplexed stochastic signals. Here, stemming
from the optimal localization of this family of functions,
we identify it as a good orthogonal basis for designing
multiplexed stochastic signals not limited to Gabor
systems.

• Additionally, we derive the time-frequency localization
of a Gabor system consisting of some Nt translations
and Nf modulations of a prototype waveform, as well as
large-dimensional limits on the TFL for Gabor systems
constructed using common prototypes. The analysis
reveals that the TFL of Gabor systems is asymptotically
tending to the same constant as Nt and Nf become large,
irrespective of the prototype.

• We address the localization properties of cross-ambiguity
functions and the related interference potential between
transmitted multidimensional packets, and show a direct
connection between the localization of interference and
the GHP of the packets.

• Finally, we examine the merit of the presented
generalized TFL measures, and explore the relationship
between a waveform packet’s localization and its
interference potential in time and frequency, with a case
study involving connectionless and asynchronous random
access, a 5G use case [9]. We compare the random access
channel (RACH) performance for various modulation
formats against what is predicted by the GHP.

The paper is structured as follows. Section II introduces
the system model and the notion of stochastic signals as
Gabor systems. Section III follows with a short overview of
relevant topics in the time-frequency analysis of individual
waveforms. Section IV presents novel TFL measures for
N -dimensional stochastic signals constructed from families of
orthogonal waveforms, and relevant bounds and limits. The
respective localization of common modulation schemes are
compared with regard to these measures. Sections V explores

the relationship between the GHP and a stochastic signal’s
interference potential, and Section VI includes a case study
with asynchronous random access illustrating the relevance of
the presented localization measures. Finally, Section VII offers
conclusions.

II. SYSTEM MODEL

In this work, we are concerned with waveforms and their
properties in multiple access scenarios, where independent
transmissions of information-carrying stochastic signals may
suffer from mutual interference. Here we shall consider
families of waveforms based on both time-frequency Gabor
lattices, and more general families of orthogonal waveforms.

A. Stochastic Signals

Consider a point-to-point multi-carrier communication
scenario. The transmitted signal is typically a stochastic signal
consisting of a number of orthogonal component waveforms
modulated by random constellation symbols

x (t) =

N−1∑
k=0

skϕk(t), (1)

where {ϕk} is a set of N waveforms in L2 (R) and {sk} the
corresponding set of symbols in C.

B. Orthogonality and the Ambiguity Function

Upon reception over an ideal channel, all symbols sk will
be separable if an only if the orthogonality condition is met,
i.e.

〈ϕk, ϕl〉 =

ˆ

R

ϕk(t)ϕ∗l (t)dt = δkδl, (2)

where δk,l is the Kronecker delta.
The cross-ambiguity function is a two-dimensional

correlation function in phase space (or time-frequency plane),
which for square-integrable functions ϕk(t) and ϕl(t) is
defined as

Akl(τ, f) =

ˆ

R

ϕk(t)ϕ∗l (t+ τ)e−j2πftdt. (3)

C. Gabor Systems

In conventional multi-carrier communication systems, the
component waveforms {ϕk} of transmitted signal x(t) are
modulations and translations in a two-dimensional phase
space [15] of a single prototype filter ϕ(t) ∈ L2(R), also
known as a Gabor atom. The resulting transmission functions
are given by

ϕn,m (t) = ϕ (t− nT ) ej2πmFt, (4)

where n = 0, ..., Nt − 1 is the time index, T is the symbol
duration, and m = 0, ..., Nf−1 and F are the subcarrier index
and spacing, respectively. The family of N = Nt×Nf square
integrable functions {ϕn,m(t)} is a Gabor system, where the
atom is centered around the origin (0, 0), and each ϕn,m(t)
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around its corresponding coordinate (n,m). The lattice density
is given by

ρ = (TF )−1. (5)

Ideally, the waveforms {ϕn,m(t)} would be mutually
orthogonal and well-localized, and spectral efficiency would
be maximized by selecting T and F such that the lattice
density ρ = 1. However, the Balian-Low theorem prohibits
these conditions from being satisfied simultaneously, with the
consequence that spectral efficiency must be sacrificed (ρ < 1)
in order to mitigate interference caused by dispersion [5], [16].
Lattices need not be rectangular as in (4) — hexagonal lattices
have been shown to be superior in some cases [5], [13].

The Gabor system {ϕn,m(t)}(n,m)∈Z2 is orthogonal if the
ambiguity function satisfies

A(nT,mF ) =

{
1, n,m = 0

0, otherwise.
. (6)

In this paper, three types of Gabor systems will be
considered, collectively referred to as rectangular Gabor
systems. Both staggered and non-staggered lattices will be
considered.

1) OFDM: In conventional OFDM, the prototype filter
ϕ (t) is a rectangular pulse of width T . This has the
consequence that OFDM waveforms are poorly localized in
frequency [17], [18]. Windowing functions can be used to
mitigate OOB emissions [4], [19]. Here, we define windowed
OFDM by a ramp-up/down duration Tramp, which is the total
time in excess of T that the prototype is spread by the
windowing function.

2) FBMC: FBMC employs advanced prototype filters
which are well-localized in frequency and greatly
reduce OOB emissions [20]–[23]. An offset quadrature
amplitude-modulated (OQAM) scheme is typically used,
where the real and imaginary parts of each data symbol are
transmitted on alternating component waveforms, resulting
in a data rate being reduced by a factor of two when
compared with OFDM [24]. To compensate for this, the real
and imaginary parts are inserted at half symbol intervals
T/2, forming a staggered lattice. This enables FBMC to
circumvent the Balian-Low theorem and utilize well-localized
prototypes filters such as the isotropic orthogonal transform
algorithm (IOTA) filter [17], while maintaining spectral
efficiency and achieving an effective density of ρ = 1. Note
that all discussion and results regarding FBMC to follow will
concern the IOTA prototype.

3) Single Carrier RRC: Root-raised-cosine (RRC) is a
zero-ISI pulse shape which has the advantage of an adjustable
"roll-off factor" α that trades off various design considerations.

III. TIME-FREQUENCY ANALYSIS OF A SINGLE
WAVEFORM

We are interested in the time-frequency resource usage
of multidimensional stochastic signals of the form (1). The
time-frequency localization properties of single waveforms
are well understood in the literature. These properties are
important when constructing Gabor systems, and optimizing

the performance of multicarrier waveforms in dispersive
channels.

The time-frequency localization of a function is inversely
related to the product of its inherent dispersion in both
dimensions. The limitations on confining the dispersion
simultaneously in both time and frequency follow directly
from the uncertainly principle [25], [26]. TFL may be
measured by the Heisenberg parameter ξ, which is bounded
by the uncertainty principle. For a square-integrable function
ϕ(t) ∈ L2 (R), the parameter is given by [17]

ξ ,
‖ϕ‖22

4πσt(ϕ)σf (ϕ̂)
≤ 1, (7)

where

σt(ϕ) ,

[ˆ
R

(t− t̄)2|ϕ(t)|2dt
] 1

2

, (8)

is the standard deviation of the signal energy around the mean
time

t̄(ϕ) ,
ˆ
R
t|ϕ(t)|2dt, (9)

characterizing the time dispersion of the signal. Similarly,
σf (ϕ̂) and f̄(ϕ̂) are the standard deviation and mean in the
frequency domain, where ϕ̂ denotes the Fourier transform of
ϕ. Here ‖ · ‖2 is the L2-norm. Note that if ϕ is centered at
(0, 0), then t̄, f̄ = 0. A filter that is well-localized has ξ close
to 1, and equality holds in (7) if and only if ϕ(t) is a Gaussian
pulse [5], [27], [28].

Table I reports the TFL of common prototypes. OFDM has
density ρ = 1 and ξ = 0 due to the unbounded variance in
frequency, while windowed OFDM (wOFDM) and RRC have
non-zero TFL and density ρ < 1.

Table I
TFL OF KNOWN PROTOTYPES

σt σf ξ

OFDM (T = 1) 0.289 ∞ 0

wOFDM (T = 1, Tramp = 1/64) 0.292 1.775 0.154

wOFDM (T = 1, Tramp = 1/2) 0.403 0.275 0.717

FBMC (IOTA, T = 1) 0.286 0.286 0.975

RRC (T = 1, α = 0.1) 0.791 0.289 0.348

RRC (T = 1, α = 0.5) 0.354 0.309 0.729

Gaussian 0.282 0.282 1

IV. TFL MEASURES FOR STOCHASTIC SIGNALS

For a signal constructed as in (1), a stochastic generalization
of the Heisenberg parameter can be derived. This follows from
investigating the TFL of well-localized families of waveforms.

A. Generalized Heisenberg Parameter

Recall the transmit signal of N complex symbols {sk}
in (1), and consider the case where ϕk(t) ∈ L2 (R) are
unit-norm waveforms which are not necessarily orthogonal.
With linear modulation, this is a sum of N random signals. The
randomness is in the symbols, here assumed to be independent
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and identically distributed (i.i.d) with zero mean and variance
E[|sk|2] = 1. The time-frequency localization of this signal
is itself random, and changes depending on the possible
realizations of the signal. Typically, frequency containment
of communication signals, e.g. frequency spectrum mask
requirements, are defined through the power spectral density
(PSD) of the signal, which can be obtained from the
auto-correlation function. Accordingly, we will define a
generalized Heisenberg parameter based on the average
properties of the signal.

The average1 time mean of stochastic signal x is given by

µ̃(x) , E[t̄(x)] =
∑
k

ˆ

R

t|ϕk(t)|2dt =
∑
k

t̄(ϕk), (10)

and similarly by µ̃(x̂) in frequency. The average variance
expressing the time dispersion of x is

σ̃2
t (x) , E[σ2

t (x)] =
∑
k

ˆ

R

(t− µ̃(x))2|ϕk(t)|2dt, (11)

and σ̃2
f (x̂) in frequency. The average power is simply the sum

of the component waveform powers E[‖x‖2] =
∑
k ‖ϕk‖2.

The GHP of this stochastic signal is

ξ̃ ,
E[‖x‖2]

4πσ̃t(x)σ̃f (x̂)
≤ 1. (12)

The upper bound in (12) is a by-product of the uncertainty
principle (7) which guarantees that, for any signal x, we
have ‖x‖2 ≤ 4πσt(x)σf (x̂). Averaging on both sides and
applying the Cauchy-Schwarz inequality, we get E

[
‖x‖2

]
≤

4π

√
E [σ2

t (x)] E
[
σ2
f (x̂)

]
= 4πσ̃t(x)σ̃f (x̂).

The time-frequency localization ξ̃ of the stochastic signal
matches the conventional Heisenberg parameter ξ of a sample
realization with a single waveform.

B. Bound on the GHP for Orthogonally Multiplexed
Stochastic Signals

Imposing an orthogonality constraint on the component
waveforms modifies the maximum achievable statistical TFL
for N -dimensional waveforms.

Proposition 1. Consider a stochastic signal x =
∑
k skϕk,

where {ϕk} is a family of N orthonormal waveforms,
and {sk} are i.i.d. zero mean random numbers with
E[|sk|2] = 1. Maintaining orthogonality among the
N multiplexing waveforms reduces the best achievable
time-frequency localization of the signal by N as

ξ̃ =
E[‖x‖2]

4πσ̃t(x)σ̃f (x̂)
≤ 1

N
, (13)

where the time and frequency dispersions σ̃t and σ̃f of x are
defined in (11).

1Because data symbols are random, the time/frequency mean and
time/frequency variance of the signal as computed in (8) and (9) are random.
It follows that in Eq. (10) and (11) two averagings are taken into account: a
statistical expectation over symbol randomness in sk , and a time/frequency
integration over the signal as in (8) and (9). Note that normalization of
time/frequency averaging will be explicitly handled in (12).

This bound follows from a generalization of the
Rayleigh quotient theorem to the Hilbert space, and the
Mean-Dispersion Principle [29]. See Appendix A for details. It
can also be seen as a special case of the problem considered
in [30] where the correlation operator of the generic signal
considered therein has only N non-zero all-equal eigenvalues.

By normalizing the GHP in (12) by the upper bound in
(13), we define the following TFL measure for N -dimensional
stochastic signals

Ξ , Nξ̃ ≤ 1. (14)

Note that here we use Fourier analysis and a related
computation of the L2 variance to measure the number
of time-frequency degrees of freedom required by a
transmission. The above measure captures the intuitive
notion of the time-frequency resources required by one
transmitter transmitting N orthogonal waveforms, and the
essential frequency occupied by such a transmission from the
perspective of another transmitter. For N = 1, the conventional
Heisenberg parameter effectively considers each transmission
of a symbol as coming from a different transmitter. Due to
the uncertainty relation, any waveform is unavoidably spread
in time and/or frequency. For a signal consisting of multiple
component waveforms, these components are partially spread
into the domains of their neighbors and, as long as they
remain mutually orthogonal, the resulting dispersion of the
signal is only potentially harmful to adjacent transmissions.
The above GHP captures the degree of time-frequency
dispersion for a family of orthogonal waveforms, outside of
the fundamental time-frequency resources occupied by the
orthogonal transmissions. Fundamentally, this measure shows
in which sense N orthogonal waveforms occupy at least N
units of time×frequency.

C. Optimally Localized Basis with Respect to the GHP

The family of N orthogonal waveforms that is optimally
localized and meets Ξ = 1 can be found. The Hermite-Gauss
(HG) functions are the product of the Gaussian pulse and the
orthogonal Hermite polynomials, and are defined as

ϕHG
k (t) =

21/4

√
k!2k

(
−1√
2π

)k
eπt

2

(
d

dt

)k
e−2πt2 , (15)

for all k ∈ Z+. The HG functions are mutually
orthogonal [30], [31], and are eigenfunctions of the Fourier
transform and ϕ̂k = j−kϕk, such that, for some f ∈ L2(R),
〈f, ϕk〉 = 〈f̂ , ϕ̂k〉 = jk〈f̂ , ϕk〉.

As it is the case for the IOTA and RRC prototype filters,
the support of the HG functions is theoretically infinite.
Nevertheless, these functions are mostly characterized on a
compact support of few time units with nearly-zero infinite
tails. For practical purpose, the tails can thus be truncated
or windowed without noticeable impacts on their properties
as it is typically done for implementation of common FBMC
prototypes [4].
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For the normalized Hermite-Gauss functions, the
cross-ambiguity function is [6]

AHG
kl (τ, f) =

l!√
k!
√
l!

(
√
π(τ + jf))k−le−

π
2 (τ2−2jτf+f2)

L
(k−l)
l (π(τ2 + f2)), (16)

where Lαn(m) are the Laguerre polynomials.
The generalized Heisenberg parameter (13) reaches its upper

bound if the N orthonormal basis functions in L2(R) are
the Hermite-Gauss pulses {ϕHG

k }
N−1
k=0 . The kth Hermite-Gauss

function has zero mean and variance in time and frequency
equal to σ2

t (ϕk) = σ2
f (ϕ̂k) = 2k+1

4π . Therefore, the generalized
Heisenberg parameter for a N -dimensional signal whose basis
in L2(R) is the Hermite basis is ξ̃HG = 1

N , and it follows that
ΞHG = 1.

We remark that while the HG functions {ϕHG
k } form a

family of maximizers of the GHP, only ϕHG
0 is individually a

maximizer of the standard Heisenberg parameter. For example,
we have ξ = 1/3 and ξ = 1/5 for ϕHG

1 and ϕHG
2 , respectively.

D. Time-Frequency Localization of Gabor Systems

The TFL measure and the associated bound in (14) are valid
for all N -dimensional stochastic signals. In the case where
signal x is a Gabor system, whose lattice consists of some Nt
time translations and Nf frequency modulations of the atom,
we may derive an additional expression for the TFL with its
limit specific to Gabor systems.

Proposition 2. If the stochastic multidimensional signal x
is a rectangular Gabor system with prototype filter ϕ on a
Nt × Nf = N lattice, the squared generalized Heisenberg
parameter (13) is

ξ̃2
Gabor =

1

16π2(σ2
t (ϕ) + T 2

12 (N2
t − a))(σ2

f (ϕ) + F 2

12 (N2
f − 1))

,

(17)
where the prototype has length T and spacing F , and a = 1
for a conventional lattice, while a = 1/4 for a staggered lattice
such as in OQAM.

Proof: The dispersion of stochastic signal x in time
σ̃2
t (x) amounts to Nf times the contribution of Nt component

waveforms occupying the same frequency resources. Since
these waveforms are all the prototype ϕ, σ̃2

t (x) can be
readily found in terms of σ2

t (ϕ) and the means of Nt time
components. The frequency dispersion σ̃2

f (x) can be found by
analogy, and (17) follows directly. See Appendix B for details.

By normalizing (17) in Prop. 2, and taking the limit as the
number of component waveforms in time and frequency tend
to infinity, we observe the following.

Corollary 1. The TFL according to (14) of any
NtNf -dimensional Gabor system of density ρ is tending to
the same constant as Nt, Nf →∞,

lim
Nt,Nf→∞

(NtNf )2ξ̃2
Gabor = 9ρ2/π2. (18)

This reveals the surprising result that the properties of
the prototype filter have no impact of the time-frequency

Figure 1. TFL of Hermite-Gauss, windowed OFDM (Tramp = T/64), RRC
(with roll-off factor α), and FBMC (IOTA), as measured by the GHP.

localization of a N -dimensional stochastic signal when the
number of component waveforms is sufficiently large. As the
number of component waveforms increases, their collective
shape becomes increasingly rectangular in time and frequency.
The limit corresponds to the TFL of a single non-realizable
waveform which is perfectly rectangular in both domains.
Such a waveform would have a variance in time and frequency
equal to σ2

t = T 2

12 and σ2
f = F 2

12 , respectively. For a
hypothetical Gabor system constructed using N of these
pulses, with density ρ = 1, the normalized generalized
Heisenberg parameter (14) is independent of N , and one has
Ξ2

2D−rect = N2ξ̃2
Gabor = 9/π2.

Remark 1. For a single-symbol multicarrier transmission with
Nt = 1 and N = Nf and finite variance σ2

f (φ), the asymptotic
of the GHP is given by

lim
Nf→∞

N2
f ξ̃

2
Gabor =

3

4π2F 2σ2
t (ϕ)

. (19)

For windowed OFDM with F = 1 and Tramp = T/64
this is approximately Ξ2 → 0.893 without cyclic prefix
and Ξ2 → 0.781 with 7% CP, for example. Only the time
dispersion σ2

t (ϕ) impacts this asymptotic TFL.

Remark 2. For single-carrier transmission with Nf = 1 and
N = Nt and finite variance σ2

t (φ), the asymptotic of the GHP
is given by

lim
Nt→∞

N2
t ξ̃

2
Gabor =

3

4π2T 2σ2
f (ϕ)

. (20)

For single carrier RRC with T = 1 this is approximately Ξ2 →
0.907 for roll-off α = 0.1 and Ξ2 → 0.798 for α = 0.5, for
example. Only the frequency dispersion σ2

f (ϕ) impacts this
asymptotic TFL.

The values computed in remarks 1 and 2 equal the limit of
the TFL for Gabor systems of these prototypes.
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E. Numerical Comparisons

Figure 1 compares the TFL of HG, windowed OFDM,
single carrier RRC and FBMC-OQAM stochastic signals as
a function of the number of complex baseband waveforms N .
The number of waveforms used varies between 1 and 98, and a
complex information symbol is transmitted on each waveform.
The generalized TFL measure can be seen to capture well
the predicted behavior as the number of complex waveforms
increases.

1) OFDM: In the case of OFDM, we employ a simple
ramp-up, ramp-down window with Tramp = T/64, and
compute the TFL both with and without a CP. The CP
overhead is assumed to be 7%, as in LTE, and the
ramp-up/down is taken after the addition of the CP. Figure 1
describes two cases for OFDM, one where N is simply the
number of subcarriers, i.e. N = Nf , and one where the
lattice is square, i.e. Nt = Nf =

√
N . For small N , the

cost of increased time dispersion from the windowing is
compensated for by gains in frequency dispersion, though
much less rapidly in the latter case. As more orthogonal
waveforms are considered, frequency localization improves
automatically and the TFL in both cases approaches the limit
in (18), though again much less rapidly for the square lattice.
We observe how the CP induces an asymptotically constant
cost as N → ∞ due to the increased time dispersion. The
limits of the TFL in each case are exactly as predicted in (18)
and (19).

2) FBMC: FBMC: In FBMC-OQAM, the prototype filter
represents half a complex waveform, corresponding to the
data point in Figure 1 at N = 0.5. This point does not
by itself represent a Gabor system and unlike others is not
normalized by the number of complex dimensions, i.e. it does
not follow the definition of Ξ. While the TFL of the IOTA
filter is unmatched, as a prototype for a small Gabor system
(e.g. N = 2) it does suffer from increased dispersion in
both time and frequency, arising from the OQAM staggered
lattice approach. At N = 2 there are 4 real-valued and
half-shifted component waveforms, which is not comparatively
well-localized inside of 2 T-F resources. Despite this, FBMC
with IOTA remains superior to windowed OFDM for all N ,
and converges to the TFL limit for Gabor systems much more
rapidly. Note that the lattice is selected here to be as square
as possible, such that Nt = Nf =

√
N .

3) RRC: Figure 1 also includes the TFL for single-carrier
RRC as a function of the number of complex component
waveforms. Root raised cosine waveforms are ideally localized
in frequency, and orthogonal in time shifts of a symbol period.
The roll-off factor α trades off dispersion in frequency against
dispersion in time. In the plot, N time-shifted RRC pulses are
considered, such that N = Nt. It can be observed how a
larger roll-off produces the best localized Gabor system for
1 < N < 6, while a much smaller roll-off α is superior
for N > 6. The larger roll-off introduces an asymptotically
constant cost to the TFL due to the increased time dispersion,
as did the CP for OFDM, while a smaller α is poorly localized
for small N but rapidly approaches the limit for Gabor
systems. Single carrier RRC with a 10% roll-off outperforms

all other Gabor systems considered with respect to the GHP.
The limits of the TFL as N grows are as predicted in (20) for
both roll-offs shown.

V. LOCALIZATION OF PHASE SPACE INTERFERENCE

The generalized Heisenberg parameter is inversely
proportional to a rectangular area where most of the
packet’s energy resides in phase space, i.e. ξ̃ ∝ A−1 where
A = σ̃t × σ̃f . Indeed, Chebyshev’s inequality ensures that
at least a

(
1− 1

k2

)
-portion of the packet’s energy is located

within kσ̃t time-resources from the mean time, and similarly
kσ̃f frequency-resources from the mean frequency. When
two packets collide, the interference is intuitively the result
of the ‘overlap’ of the packets, which depends of the area
occupied by each packet in phase space. Nevertheless, this
interpretation is only intuitive as signals are not exactly two
dimensional functions in phase space. Instead, the interference
power is derived through ambiguity functions, which are then
precisely 2D functions whose support can be characterized
by such an area in phase space. This section makes such a
connection explicit.

A. Phase Space Interference Potential Function

To understand the connection between the localization of the
transmitted multidimensional packet (1) and the spreading of
interference in phase space, we shall consider the localization
characteristics of the interference in phase space. Consider
detecting the symbols sk of the multidimensional stochastic
packet x(t) of (1), when there is an interfering transmission
of a packet with the same number of symbols and the same
basis functions. The difference of the centers of the wanted
signal and interfering packet in phase space is (τ, f). At this
stage we assume unit channel gain per dimension.

When matched filters are applied to receive the nearly
orthogonal components φk of x(t), the expected interference
power disturbing the reception of symbol sk is

I(τ, f) =
1

N

∑
k,l

|Akl(τ, f)|2 , (21)

for conventionally in-phase and quadrature moduated signals.
The interference from waveform l when receiving waveform
k is given by the square of the ambiguity function Akl(τ, f).
For simplicity, we assume that the power density of the desired
multidimensional packet is centered at the origin, such that the
time and frequency means (10) are µ̃(x) = µ̃(x̂) = 0.

For Gabor systems, the interference potential function (21)
simplifies, as there is just one prototype pulse, so that
all cross-ambiguities can be expressed in terms of the
prototype ambiguity A(τk, fk), with phase space separations
(τ + τk, f + fk). There is a difference lattice D 3
(τk, fk) encoding the differences between two Gabor
transmission lattices. Different elements in the difference
lattice may have different multiplicities. If considering
lattice staggered FBMC, one has two distinct difference
lattices, Dsame for the lattice separations between the
in-phase–in-phase and quadrature–quadrature branches of
the wanted signal and interferer transmissions, and Ddiff
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Figure 2. Interference potential functions for four-waveform packets for Hermite-Gauss (left), OFDM (middle), and FBMC-OQAM with IOTA prototype and
channel phase Ψ = π/4 (right). The scale is in units of time-frequency.

for the lattice separations between in-phase–quadrature and
quadrature–in-phase branches. Due to the separation of the
in-phase and quadrature branches in phase space, the relative
channel phase difference Ψ between the wanted signal and
interfering signal will have an effect for lattice staggered
FBMC. Thus, the interference will be characterized by(
Re/Im

[
eiΨA(τk, fk)

])2
, with (τk, fk) in the appropriate

difference set, and Re taken for Dsame, while Im is taken
for Ddiff . The interference function then becomes a function
I(τ, f,Ψ).

Figure 2 illustrates the interference function of packets of 4
waveforms in phase space, for HG, OFDM and FBMC-OQAM
with the IOTA prototype pulse for a representative value of
Ψ = π/4.

When there is a set of M interferers, with received power
Pm and phase space difference τm, fm, as compared to the
signal of interest, the realized interference power experienced
is given by the interference potential function evaluated at the
locations of the interferers, as

Itot =

M−1∑
m=0

Pm I(τm, fm) . (22)

The signal-to-interference ratio (SIR) for the wanted
transmission is then γ = P0/Itot.

B. Localization of Interference Potential Function

As can be seen in Figure 2, the phase space occupancy of
the interference functions of different waveforms varies. It is
of interest to understand the localization properties of these
functions.

The L2 localization characteristics of the interference
potential function can be expressed in terms of the localization
characteristics of the multidimensional stochastic wave packet.
This leads directly to the following GHP for the interference
potential function.

Proposition 3. The GHP ξ̃ of N -dimensional packet x, defined
in (12), can be expressed directly in terms of a GHP of the
interference potential function as

ξ̃2 =
N E [I]

4π2 σ2
τ (I) σ2

f (I)
≤ 1

N2
, (23)

where the time-variance is defined by σ2
τ (I) =´

(τ − µτ (I))2I(τ, f) dτdf with time-mean
µτ (I) =

´
τI(τ, f) dτdf , and similarly for σ2

f (I) in
frequency.

Proof: Consider the 2D variance of the squared
cross-ambiguity function |Akl(τ, f)|2. First, we observe that
this function is normalized to one if the basis functions are
normalized: using the definition (3) for Akl(τ, f) we directly
findˆ

R2

|Akl(τ, f)|2 dτdf =

ˆ
|ϕk(t)|2 |ϕl(t+ τ)|2 dτdt

= ‖ϕk‖2 ‖ϕl‖2 . (24)

The first equality follows from
´
e−2πif(t−t′)df = δ(t − t′),

and the second from a change of variables t′ = t + τ
with Jacobian determinant 1. It follows that the expectation
of the interference potential over phase space is E [I] =
1
NE(

[
‖x‖2

]
)2.

For the raw time-variance (i.e. without subtracting the mean
in the expectation) we find with the same steps as above

σ2
τ,raw (Akl) ≡

ˆ
τ2 |Akl(τ, f)|2 dτdf

=

ˆ
|ϕk(t)|2 |ϕl(t′)|

2
(t− t′)2dt′dt

= σ2
t (ϕk) + σ2

t (ϕl)− 2t̄ (ϕk) t̄ (ϕl) .(25)

Consider now the full interference potential. Following the
same steps as in evaluating (24) we get for its time-mean
Nµτ (I) =

∑
k,l t̄(ϕk) + t̄(ϕl) = 2µ̃(x), which we can

assumed to vanish without loss of generality. Using (25) we
then get for the time-variance

σ2
τ (I) ≡

ˆ
τ2I(τ, f) dτdf

=
1

N

∑
k,l

σ2
t (ϕk) + σ2

t (ϕl)− 2 t̄ (ϕk) t̄ (ϕl)

= 2
∑
k

σ2
t (ϕk)− 2

N

(∑
k

t̄ (ϕk)

)2

≡ 2 σ̃2
t (x) . (26)

Thus, the time-variance of the interference power function
I(τ, f) is directly given by the time-variance (11) of the
stochastic packet x.



8

For the frequency variance of the interference function, we
correspondingly get σ2

f (I) = 2 σ̃2
f (x̂), which can be obtained

by expressing the functions ϕk in the ambiguity function (3)
by their Fourier transforms.

From Eq. (13) and (26), and the corresponding equation
for the frequency variance, it follows that the GHP of x can
be expressed directly in terms of a GHP of the interference
potential function, as in (23).

In the denominator of (23) in Prop. 3, we have the product
ASTD = στ (I) σf (I) = 2σ̃t(x)σ̃f (x) of standard deviations
in time and frequency, which gives the area of the region
in phase space where most of the interference potential
of a waveform is concentrated. The L2 localization of the
interference potential is maximized when Hermite-Gauss basis
functions are used.

C. Outage Measures for One Interferer

Now we consider precisely one interferer at phase space
separation (τ, f), so that the interference is given directly
by (21). We consider asynchronous transmissions, such that
any arrival position (τ, f) of the interferer is possible. For
simplicity, we assume that the received power of the wanted
signal and the interferer are the same, and that noise is
neglected. A guaranteed quality of service of the transmission
can be characterized by a SIR threshold θ. This means that
if I(τ, f) > 1/θ, the received SIR is below θ, and the
transmission is expected to be in outage. For a given θ, and
transmissions with a given set of basis functions, this translates
to an exclusion region in phase space. If the packet is to be
successfully received, no other transmissions can exist within
this region.

For certain families of basis functions, the interference
potential (21) may vanish at specific locations in phase
space surrounded by small low-interference regions. For
example, for OFDM, interference would vanish for fully
synchronous transmissions in time and frequency, when
frequency separation is a large enough integer multiple of
subcarrier bandwidth. Here we assume that the interfering
transmission is not consciously selected to have such
time-frequency characteristics, and thus packet arrivals in such
regions have low probability.

In Fig. 3, the areas of phase space exclusion regions are
shown as a function of θ, for OFDM, FBMC-OQAM (with
IOTA prototype) and Hermite-Gauss basis functions, and for
packets of N = 4 and N = 30 orthogonal transmissions.
These can be compared to the corresponding phase space areas
defined by the products of the standard deviations ASTD of the
interference potentials. According to (23), these can be read
directly from Fig. 1, and can be found in Table II. Note that
the localization of the interference potential yields a precise L2

measure of the number of time-frequency degrees of freedom
required for a transmission. Furthermore, in Fig. 3 we see
how the precise number of time-frequency degrees of freedom
required for error free reception depends on the tolerance of
the transmission to interference.

The vulnerability of OFDM to interference coming from
large phase space separations is clearly visible, the area of

Figure 3. Areas of phase space exclusion regions for successful reception of
transmissions requiring SIR threshold θ.

Table II
AREAS ASTD IN PHASE SPACE, CORRESPONDING TO PRODUCTS OF
STANDARD DEVIATIONS OF INTERFERENCE POTENTIAL FUNCTIONS

N = 4 N = 30

wOFDM 5.69 41.3

FBMC-OQAM (IOTA) 1.54 26.8

Hermite-Gauss 1.30 26.7

the exclusion region grows increasingly with increasing SIR
requirement. The ratio of the area of the exclusion regions
reflects the ratio of the corresponding ASTD.

VI. ASYNCHRONOUS RANDOM ACCESS SIMULATION

Above, we considered exclusion regions for packets with a
single interferer. Here, we extend to a multiple access scenario.
As discussed above, the localization characteristics of the
interference potential becomes relevant in an asynchronous
scenario. For Gabor systems, the interference potential
function vanishes at certain isolated time-frequency points.
In an asynchronous system, transmissions cannot be planned
such that time-frequency separations fall to these points.
The random access channel in the massive machine-type
communications (mMTC) 5G use case is an environment
where interference and collisions between transmissions are
especially harmful, yet may be minimized by employing
well-localized families of waveforms. Limiting the energy
outside of a transmission’s time and frequency resources will
improve RACH outage probability and throughput. This is
especially true in the case of asynchronous random access,
which is expected to facilitate mMTC in 5G systems [10]. In
a fully asynchronous RACH setting, the number of interferers
is a random variable, the received signals are random, and the
phase space separation between interferers in (22) are random
as well.

A. Random Access Scenario

Consider a connectionless random access scenario, as in [9],
where many users access a limited number of physical
resources in a temporally and spectrally asynchronous and
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Figure 4. Four-waveform packet arrivals and collisions in phase space.
Inter-arrival times and frequency offsets relative to a packet at origin. Left:
Intuitive phase space occupation per packet and interference from collisions.
Right: Reception of a packet at the origin, with interfering packets represented
by points in an interference potential landscape. The grey shadow represents
the level of interference at precise arrival locations in the surrounding phase
space, here obtained by projecting the interference potential of FBMC in
Figure 2 to the phase space. For each interfering packet, the level of
interference it creates is the grey level at the precise red point location.

uncoordinated fashion, and transmit their payloads in a
single burst with limited signaling. Dormant users awake
and immediately transmit an access packet with maximum
power. Each access packet contains N orthogonal complex
component waveforms.

In such an uncoordinated asynchronous multiple access
scheme, collisions resulting in interference will occur when
time- and frequency-adjacent access packets overlap in phase
space. Figure 4 illustrates how access packet arrivals occupy
and collide in phase space. Also, the perspective of receiving
one of the packets is shown, with interferers as points in an
interference potential landscape.

We model a situation where there is band reserved
for asynchronous random access, with bandwidth >>
σf (x̂). Within this band, accessing transmissions choose the
center frequency and center time uniformly at random. A
conventional Poisson arrival process is considered for the
time-domain arrivals. With the random choice of center
frequency, the arrival process thus becomes 2D, with intensity
λ per phase space unit area, i.e., per s Hz.

As the transmissions are performed without any
measurements of network transmission, we assume that
there is no power control and all users transmit with a fixed
power. Accordingly, the received signal power of wanted
transmissions and interfering transmissions at a receiver are
random variables. We model these by frequency-flat Rayleigh
fading, so that the received power of both the wanted
signal, and the interferers are exponentially distributed, with
mean 1. In addition, there is a relative channel phase Ψm

between the wanted signal and interfering signal m. This
channel phase will affect the interference of FBMC-OQAM,
but not conventionally in-phase and quadrature modulated
transmissions, such as OFDM or Hermite-Gauss waveforms.
For simplicity, we neglect thermal noise and consider only
multiple-access interference.

B. Random Access Outage Probability

If the sum interference power from all interfering
transmissions in phase space, as compared to the received
signal power of the wanted signal, is such that the received

Figure 5. Outage probability in asynchronous random access for access
intensities λ = 0.01, . . . , 0.5, N = 4 waveforms.

Figure 6. Outage probability in asynchronous random access for access
intensities λ = 0.005, . . . , 0.1, N = 30 waveforms.

SIR is less than the threshold θ, we declare an access
attempt to be in outage. By simulation, we estimated the SIR
experienced by an access packet over 100,000 time instances
and realizations of the random channel, and the arrival process,
and found the outage probabilities for windowed OFDM,
FBMC-OQAM (IOTA) and Hermite-Gauss modulations. The
outage probabilities for access packets of size N = 4 and
N = 30 are presented in Figures 5 and 6, respectively.

Since packets of N waveforms occupy roughly N units of
time-freqeuncy, the average interference increases with N for
a fixed access intensity λ. We observe that for both N = 4
and N = 30, the modulations considered have comparable
performance at higher intensities. With high access intensity,
it is likely that the strongest interferers are located close to
the center of a packet, in which case the specific localization
characteristics of the packets become irrelevant.

At lower intensities, the GHP accurately predicts the
performance. In this case, the localization characteristics of the
interference potential become relevant, and thus the GHP of
the stochastic packet. It can be observed that, as predicted by
the analysis of the GHP, i) HG performs the best, while FBMC
performs better than OFDM, but also ii) that these relative
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Figure 7. Outage probability at an SIR of 25 dB, as a function of the GHP
of the packets for different intensities and packet sizes.

differences in performance are vanishing as N increases.
These behaviors could not be inferred from the standard HP,
as i) HG is made of several waveforms with different TFL,
and ii) the standard Heisenberg parameter does not indicate
any behavior as a function of N .

The dependency between the GHP of the packets and the
outage probabilities at a fixed SIR in Fig. 5 and 6 is reported in
Fig. 7. For a given intensity and packet size, it can be observed
that the outage probability almost linearly decreases with the
squared GHP, and thus appears to be correlated.

VII. CONCLUSIONS

In this paper, we have discussed time-frequency localization,
a central concept in the design of transmission waveforms
robust to dispersive channels. The TFL of a prototype
waveform has heretofore been measured by the Heisenberg
parameter, derived from the product of a signal’s variance
in both time and frequency domains and bound by the
uncertainty principle. The measure describes a prototype’s
ability to, as a basis for a Gabor system, maintain orthogonality
with its neighbors, and resist inter-symbol and inter-channel
interference.

However, in asynchronous transmission scenarios, one
is mostly concerned with the overall localization of a
multi-dimensional signal constructed from a basis or family
of orthogonal waveforms. We generalized the Heisenberg
parameter to N -dimensional stochastic signals with its
corresponding bound on the TFL, for signals constructed
from orthogonal waveforms. The generalized measure
captures a signal’s dispersion outside of the time-frequency
resources occupied by its mutually orthogonal component
waveforms, and therefore quantifies its external interference
potential. Furthermore, we have shown that the family of
Hermite-Gauss waveforms forms the most well-localized basis
for constructing such signals, with respect to the generalized
Heisenberg parameter. In addition, we derived an expression
for the TFL of a Gabor system constructed by time- and
frequency-shifting a prototype waveform, a general limit for
Gabor systems, as well as specific limits for a number of
common prototypes.

A key result of the TFL analysis for N -dimensional
stochastic signals as Gabor systems was that the specific
properties of the prototype employed become irrelevant to the
overall localization as the number of component waveforms
increases. We observed that the TFL of windowed OFDM
(without CP), FBMC-OQAM (with the IOTA prototype) and
RRC (with infinitesimal roll-off) signals increases with the
number of complex waveforms N , and converge towards the
derived limit for Gabor systems. This limit was revealed to be
the TFL of the unrealizable waveform that is rectangular in
both time and frequency.

Lastly, we simulated a connectionless and asynchronous
random-access scenario, and verified that the GHP predicts
the relative performances of HG, OFDM and FBMC-OQAM
modulated access bursts of various size. The variability in
their performance was observed to diminish for larger access
packets as predicted by the GHP. The relevance of the GHP for
such communications scenario was supported by an analysis of
the localization of the inter-user interference potential showing
its direct characterization by the GHP of the packets.
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APPENDIX A
PROOF OF THE BOUND ON THE GHP FOR ORTHOGONALLY

MULTIPLEXED STOCHASTIC SIGNALS

For simplicity, we assume a signal which is centered at zero
such that the overall mean in time and frequency is µ̃(x) =
µ̃(x̂) = 0. For any orthonormal sequence {ϕk}N−1

k=0 in L2(R),
where N ≥ 1 and ‖ϕk‖2 = 1 ∀ k, we have the following

generalization of the Rayleigh quotient theorem to the Hilbert
space [29] ∑

k

〈Oϕk, ϕk〉 ≥
∑
k

λk(O), (27)

where λk (O) are the ordered eigenvalues of a positive
self-adjoint operator O, such that λ0 < λ1 < · · · < λN−1.

For functions ϕ in the Schwartz space2 S(R) ⊂ L2(R), the
Hermite operator H is defined by

H ϕ(t) = − 1

4π2

d2

dt2
ϕ(t) + t2ϕ(t). (28)

The Hermite-Gauss function ϕHG
k ∈ S(R) is the eigenfunction

of the above operator with eigenvalue (2k + 1)(2π)−1, such
that

H ϕHG
k =

2k + 1

2π
ϕHG
k . (29)

For functions ϕ ∈ L2(R), Hermite operator H can be defined
as a positive, self-adjoint, and unbounded operator, through
the expansion ϕ =

∑
〈ϕ,ϕHG

k 〉ϕHG
k in the Hermite basis [29],

[32]

H ϕ =

∞∑
k=0

2k + 1

2π
〈ϕ, ϕHG

k 〉ϕHG
k , (30)

from which it follows that

〈Hϕ,ϕ〉 =

∞∑
k=0

2k + 1

2π
|〈ϕ, ϕHG

k 〉|2. (31)

From (27) and the definition of the Hermite operator
H follows the Mean-Dispersion Principle for orthonormal
sequences, which states that [29]∑
k

(σ2
t (ϕk) + |t̄(ϕk)|2 + σ2

f (ϕ̂k) + |f̄(ϕ̂k)2|) ≥
∑
k

2k + 1

2π
,

(32)
where t̄(ϕk) and f̄(ϕ̂k) are the mean of ϕk in time and
frequency, respectively. Because the sum of the variance
and mean gives the second moment, the above inequality is
equivalent to∑

k

ˆ

R

t2|ϕk(t)|2dt+
∑
k

ˆ

R

f2|ϕ̂k(f)|2df ≥
∑
k

2k + 1

2π
,

(33)
from which we get

σ̃2
t (x) + σ̃2

f (x̂) ≥ N2

2π
. (34)

To transform the sum of variances on the left of (34) to a
product, and recover the form of the Heisenberg inequality,
we perform the following optimization, as done in [32]. First,
we define some constant α > 0 and consider the functions

x′(t) = α−1/2x(t/α) , x̂′(f) = α1/2x̂(fα), (35)

where x̂′(f) is the Fourier transform of x′(t), such that
x̂′(f) = x̂′(f). By performing a change of variable in the

2The Schwartz space is the space of functions whose derivatives are rapidly
decreasing [29].
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involved integrals, we arrive at the following optimization
problem

α2σ̃2
t (x) + α−2σ̃2

f (x̂) ≥ N2

2π
. (36)

By minimizing the left with respect to α, we get the solution

α = σ̃
−1/2
t (x)σ̃

1/2
f (x̂), (37)

which leads to the following Heisenberg-type inequality

σ̃t(x)σ̃f (x̂) ≥ N2

4π
. (38)

Now, for the Heisenberg parameter generalized to the case
where there are N component waveforms, we have

ξ̃ =
E[‖x‖22]

4πσ̃t(x)σ̃f (x̂)
≤
∑N−1
k=0 ‖ϕk‖22
4π
(
N2

4π

) =
1

N
. (39)

APPENDIX B
PROOF OF PROPOSITION 1

Consider the Gabor system consisting of some N =
NtNf waveforms. Without loss of generality, let the Nt time
translations and Nf frequency modulations of the prototype
ϕ (with unit energy and duration T ) be rectangular and
symmetric around the origin, such that the lattice points are
at multiples of T in S = {−Nt−1

2 ,−Nt−1
2 + 1, . . . , Nt−1

2 −
1, Nt−1

2 } in time, and are equivalently symmetric at multiples
of F = 1/T in frequency. The dispersion of stochastic signal
x in time is given by

σ̃2
t (x) =

N−1∑
k=0

σ2
t (ϕ) + n2

kT
2, (40)

where we change variables for each k, and nk is the coordinate
of the kth component waveform with respect to the origin in
time. Since there are Nf groups of Nt waveforms occupying
the same frequency resources, we have

σ̃2
t (x) = Nσ2

t (ϕ) +NfT
2
∑
m∈S

m2 (41)

= N

[
σ2
t (ϕ) +

T 2

12
(N2

t − 1)

]
. (42)

By analogy, the frequency dispersion is given by

σ̃2
f (x) = N

[
σ2
f (ϕ) +

F 2

12
(N2

f − 1)

]
. (43)

Finally, we have

ξ̃2
Nt,Nf ,Gabor =

N2

16π2σ̃2
t (x)σ̃2

f (x̂)
, (44)

from which (17) with a = 1 follows directly.
In the case of OQAM on a staggered lattice, the real

and complex waveforms are equivalent with respect to their
variance, such that we may consider the entire lattice as two
identical, half-power, N -component lattices separated by T/2

in the time domain. We then have the following for the overall
time dispersion

σ̃2
t (x) =

1

2

N−1∑
k=0

ˆ

R

t2 |ϕ (t− (nk ± 1/4)T )|2 dt (45)

= Nσ2
t (ϕ) +NfT

2
∑
m∈S

(m+ 1/4)2 (46)

= N

[
σ2
t (ϕ) +

T 2

12
(N2

t − 1/4)

]
. (47)

The dispersion in the frequency domain remains the same as
in (43). Then, from (44) follows (17) with a = 1/4.


