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INTRODUCTION
We present a novel adaptation technique for search engines to better support information-seeking activities that include both lookup and exploratory tasks. Building on previous findings, we describe (1) a classifier that recognizes task type (lookup vs. exploratory) as a user is searching and (2) a reinforcement learning based search engine that adapts accordingly the balance of exploration/exploitation in ranking the documents. This allows supporting both task types surreptitiously without changing the familiar list-based interface. Search results include more diverse results when users are exploring and more precise results for lookup tasks. Users found more useful results in exploratory tasks when compared to a baseline system, which is specifically tuned for lookup tasks.

ABSTRACT
We present a novel adaptation technique for search engines to better support information-seeking activities that include both lookup and exploratory tasks. Building on previous findings, we describe (1) a classifier that recognizes task type (lookup vs. exploratory) as a user is searching and (2) a reinforcement learning based search engine that adapts accordingly the balance of exploration/exploitation in ranking the documents. This allows supporting both task types surreptitiously without changing the familiar list-based interface. Search results include more diverse results when users are exploring and more precise results for lookup tasks. Users found more useful results in exploratory tasks when compared to a baseline system, which is specifically tuned for lookup tasks.

Our approach identifies the user’s search task and adapts the search results accordingly. It only requires adaptations to the retrieval algorithm, which is reflected in the diversity of the returned results. Recent work demonstrates that setting the search engine’s parameters so that the search results better match the level of user’s knowledge of a specific area improves user satisfaction and performance in exploratory search [4]. Reinforcement learning techniques provide a way to parametrize the search system to trade off between exploration – presenting the user with diverse topics, and exploitation – moving towards more specific topics. While [4] determines an optimal parameter setting for exploratory search for a specific type of user, it does not differentiate between exploratory and lookup search. However, in order to support the diverse needs of users of search engines, it is vital for an adaptive search system to distinguish between exploratory and lookup search, and adjust its parameters and search results accordingly. Empirical studies show that lookup and exploratory search can be distinguished by behavioral characteristics, such as query length, reading time, and task completion time [2]. We show how these behavioral characteristics can be utilized by a search engine to automatically detect what type of search the user is conducting and thus allow the
search engine to provide tailored support for this specific task type. Unlike previous studies, our approach does not require any changes to the system’s interface and does not require the user to specify beforehand what type of search they are planning to do.

To subject our proposed approach to empirical evaluation, we developed a prototype system that embodies this concept. Our prototype focuses on information-seeking tasks in the context of scientific literature search – but note that this approach is suited for other search domains as well. We selected scientific literature search because exploratory search is one of the most common purposes of search among researchers [3]. We used the arXiv data set as our document corpus because it is freely available and commonly used by researchers.

To evaluate the system, we designed an experiment that captures the key elements of exploratory and lookup tasks. In the experiment, researchers from the computer science field performed both exploratory and lookup tasks using our system and a baseline system. Our hypothesis is that by adapting the search system to set a higher exploration rate for exploratory tasks and a zero exploration rate for lookup tasks, we would improve user performance. As the baseline system, we use a traditional search system which sets the exploration rate to zero to maximize performance in lookup tasks. Results of our user study show that the adaptability of a search engine to both exploratory and lookup search behaviors improves user satisfaction and performance in search.

BACKGROUND
In this section we briefly review contributions of various research communities to the study of exploratory search. We revisit the existing approaches to shed light on some of the open problems in exploratory search. This review also guides us in formulating our approach to exploratory search.

Relevance Feedback
The first key approach developed by the IR community was relevance feedback: users mark documents as relevant or non-relevant and the query model is updated accordingly. Initial experimental studies showed that interactive IR systems benefited from term relevance feedback [30], though evidence from later studies showed these features to be rarely used and, therefore, do not improve retrieval results. The reasons are two-fold [30]: (1) relevance feedback often leads to context traps, and (2) the cognitive load of selecting relevant documents is high compared to typing a new query. Improved modeling of information-seeking behavior would allow an IR system to suggest more relevant results and avoid getting stuck in context traps.

Faceted Search
Faceted search aims to avoid the context trap by using global features instead of contextual ones [42]. It organizes information according to a faceted classification system, allowing users to explore collections of documents by applying multiple filters. Such systems classify information elements along explicit global dimensions, enabling the classifications to be accessed and ordered in multiple ways. As the number of global features is often very large, the process, however, can quickly become overly demanding as users have to go through a large number of options [42]. Improved modeling of user behavior and needs would allow a reduction in the number of facets and thus enhance user experience.

Reinforcement Learning
In exploratory search, the information-needs of a user are constantly evolving, and hence modeling is crucial for acquiring information on search intent as well as query reformulation [39]. Recently, reinforcement learning techniques have been applied to modeling exploratory search [20, 29, 37]. Reinforcement learning allows a system to balance exploitation and exploration (moving toward more specific topics) and exploration (presenting the user with alternative topics). The main disadvantage is the “cold start” problem: these systems need a number of sessions to adjust to a user’s information needs. A recent study showed that systems employing reinforcement learning techniques can optimally balance exploitation and exploration for a given set of users [4]. The study compared different levels of exploration in the retrieval algorithm and identified the right balance that improves user performance, satisfaction and interactions with results in exploratory search. This study provided useful cues for designing our adaptive search system.

Adaptive Systems
Text classification has been a popular topic in machine learning for decades. However, applications related to the problem of online adaptive learning only appeared relatively recently [19]. Most examples of text stream applications include e-mail classification [12], e-mail spam detection [32] and sentiment classification [9]. Various adaptive learning strategies have been used in this domain, including individual methods like case-based reasoning [11], and ensembles, either evolving or with an explicit detection of changes by means of change detectors [1, 10, 21]. All these methods adapt to the gradual change in either user interests or data distribution. Our proposed approach allows the system to adjust to the information needs of the user and the type of search they are conducting.

Exploratory Search Interfaces
The lack of success of relevance feedback techniques is often attributed to user interface design failing to conveniently provide feedback at suitable levels of granularity. In response, a variety of systems were designed to support user feedback, including intelligent user interfaces that assist the user in comprehending an information space [7, 13], visualizations that summarize results for faster relevance judgement [27, 31, 34], as well as interactive visualizations that allow the user to indicate the direction of exploration [20]. These systems are very useful but designed only for exploratory tasks. For lookup tasks, users find such visualizations to be a distraction and, in general, users prefer simple interfaces [24]. This brings us to an important question: is it possible to keep the interface simple and yet provide extra support for exploratory information seekers? To this end, we need a system that could predict the task type in the course of a search session and dynamically adapt the search engine according to the task type.
Models of Exploratory Search

Models of user behavior in information search help us to provide personalized support. Information Foraging Theory is a promising model of exploration that predicts the information seeker’s decision from the expectation of information gain [22], disambiguating exploration and struggling scenarios [23], as well as predicting the domain knowledge of the user [17]. A recent study reports how to distinguish between exploratory and lookup tasks from implicit measures of search behavior [2]. This study has important implications for designing adaptive search systems. We integrate a similar model in our search system to predict the task type in the course of a search session.

Summary and Contribution

In this section, we briefly summarized some of the existing approaches to exploratory search ranging from IR methods, such as relevance feedback and faceted search, through machine learning methods, most notably reinforcement learning, to adaptive search systems and visualizations for exploratory search. Although all of these methods and systems can clearly improve support for exploratory search tasks, they often need a long training period to spot the gradual change in user behavior or require the users to explicitly state that they are planning to conduct an exploratory search. Additionally, most existing systems use specific visualization techniques that can only support exploratory search, which means that the user cannot rely on the same system to conduct both lookup and exploratory searches. Contrary to previous studies, our approach uses simple behavior characteristics, such as clicks and reading time, to automatically classify the search type and automatically adjust the search engine parameters without the need for additional user feedback or visualization techniques.

APPRAOCH

Our system can be broadly divided into three parts: the user interface, the task type classifier and the search engine containing the document ranking algorithm. The current version of the system operates on ~1 million documents obtained from the arXiv repository.

System Overview

The overview of the system is presented in Figure 1. After typing in the search query, the user is presented with 20 documents, where seven documents are visible without scrolling. Figure 2 shows the interface of the system. We display more documents than in traditional IR systems because in exploratory tasks users examine more results [22], frustration [18], and disambiguating exploration and struggling scenarios [23], as well as predicting the domain knowledge of the user [17]. The initial set of documents is ranked based on the Okapi BM25 algorithm [38]. Next, to see more documents the user can indicate which documents interest him by clicking on the circle next to a given document and thus provide a relevance score of 1 to that document – we refer to this action as bookmarking. The user can bookmark as many or as few documents as he wishes. After clicking the “next” button, the user is taken to the next search iteration.

Figure 1. System Overview: the user types in a query and investigates the first page of the search results. Based on the user interaction with the search results displayed on this page, the system is classified as either lookup or exploratory. The result of the classifier is passed on to the search engine, where the exploration rate of the retrieval algorithm is set according to the search task. Once set, the exploration rate is kept constant for the remainder of the search session.

Figure 2. Interface: the user types in a query at the top of the page and a set of search results is displayed. When the title of a document is clicked, the document’s abstract is displayed below. The user can bookmark the documents that they like by clicking on the circle next to the title. By clicking the “next” button at the top of the page, the user is taken to the next search iteration.
knowledge acquisition tasks. We selected known item search and knowledge acquisition tasks because known item search is the most common lookup task and knowledge acquisition is one of the main purposes of exploratory search [33]. The classifier identified three features that could best distinguish the two tasks with 80% accuracy: (1) query length – total number of terms in the first query. A term is defined as “a string of characters separated by some delimiter, such as a space, a colon, or a period” [25]; (2) reading time – the time users spent investigating clicked documents; and (3) cumulative clicks – the total number of links in the results page clicked by the user. A schematic of the decision tree is given in Figure 3. We integrated the classifier into our system. As indicated in Figure 1, the classifier receives the user interaction data from the search interface when the user selects the next button to progress to the second iteration. Then, the classifier predicts whether the task is exploratory or lookup and passes this information on to the document ranking component, which sets the exploration rate according to the task type. The interface sends which articles were bookmarked to the retrieval algorithm.

Classifying Search Type

To build the classifier, we followed a previous study which identifies implicit search behaviors to distinguish exploratory search from lookup [2]. In that study, exploratory and lookup tasks were operationalized according to the preciseness of the search goal and the complexity of the search task. According to that operationalization, there are core exploratory/lookup tasks with dominant exploratory (high complexity and open-ended goals) or dominant lookup (low complexity and precise goals) characteristics. There are also borderline tasks with mix-characteristics. They designed an interface similar to Google scholar for the arXiv data. The interface included 40 results page, the interface sends query length, reading time, and cumulative clicks to the classifier. The classifier uses this decision tree to predict whether the search task type is exploratory or lookup.

Classifying Search Type

To build the classifier, we followed a previous study which identifies implicit search behaviors to distinguish exploratory search from lookup [2]. In that study, exploratory and lookup tasks were operationalized according to the preciseness of the search goal and the complexity of the search task. According to that operationalization, there are core exploratory/lookup tasks with dominant exploratory (high complexity and open-ended goals) or dominant lookup (low complexity and precise goals) characteristics. There are also borderline tasks with mix-characteristics. They designed an interface similar to Google scholar for the arXiv data. The interface included 40 results page, the interface sends query length, reading time, and cumulative clicks to the classifier. The classifier uses this decision tree to predict whether the search task type is exploratory or lookup.

Ranking Documents

In order to help the user to explore the document space, we use LinRel [6], which is used from the second iteration onwards. Suppose we have a matrix $D$, where each row $d_i$ is a tf-idf feature vector representation of documents presented so far. Let $r = (r_1, r_2, ..., r_k)^T$ be the column vector of relevance scores received from the user up to time $t$. We estimate the expected relevance $r_i$ of a document $d_i$ as $\mathbb{E}[r_i] = d_i \cdot \hat{w}$, where the vector $\hat{w}$ is estimated from user feedback. LinRel estimates $\hat{w}$ by solving $r = D \cdot \hat{w}$ and estimates relevance score for each $d_i$ as $\hat{r}_i = d_i \cdot \hat{w}$.

In order to deal with the exploration/exploitation trade-off, we present documents not with the highest score $\hat{r}_i$, but with the largest upper confidence bound for the relevance score. Thus, if $\sigma_i$ is an upper bound on standard deviation of relevance estimate $\hat{r}_i$, the upper confidence bound of document $d_i$ is calculated as $\hat{r}_i + \gamma \sigma_i$, where $\gamma \geq 0$ is a constant used to adjust the confidence level of the upper confidence bound. In each iteration, LinRel calculates

$$s_i = d_i \cdot (D^T \cdot D + \lambda I)^{-1} D^T,$$

where $\lambda$ is the regularization parameter which is set to 1 if each of the feature vectors sums up to 1 (following [6]) and the documents that maximize $s_i \cdot r + \frac{\gamma}{2} \|s_i\|$ are selected for presentation. The first term $s_i \cdot r$ effectively ranks all documents based on their similarity to the documents the user has selected so far and thus it narrows the area of the search space (exploitation). The second term $\frac{\gamma}{2} \|s_i\|$ is an exploration term which ensures that the user is presented with a more diverse set of results. The value of $\gamma$ can range from 0 to infinity.
The higher the value of $\gamma$, the more diverse, or exploratory, the results are. Based on the results of the classifier described above, i.e. whether a given search is classified exploratory or lookup, the value of $\gamma$ is set to either 0 or 1. If $\gamma = 0$, then the system only exploits – this setting is used in searches classified as lookup. If a given search is classified as exploratory, then the value of $\gamma$ is set to 1. According to [4], with $\gamma = 1$ the system provides optimal support for exploratory search, maximizing user satisfaction and the number of selected documents by the user.

USER STUDY

The purpose of this study is to empirically evaluate our hypothesis that an adaptive search system, which dynamically adjusts the exploration rate according to the task type, improves user performance compared to traditional search systems that are designed to support only lookup tasks. Our system uses a classifier that takes the user interaction data – cumulative clicks, query length, reading time – as input and predicts whether the user is performing an exploratory or lookup search task. We refer to this system as the full system. The baseline system that we use treats all the tasks as lookup tasks with the exploration rate fixed at 0. We particularly selected this setting for the baseline system because most of the existing search systems are similarly tuned to exploit the search query with no adaptation to task type [33].

Participants

We recruited 18 researchers from a Computer Science (CS) department because researchers have more experience in exploratory search tasks [3]. Eight of the participants were PhD students and 10 were masters thesis writers. All the participants are researchers in the machine learning domain. We selected the machine learning domain because our data set well covers this domain and also in our department it is easy to get help from experts in this domain to assess the task performance. Four participants were female, which reflects the 20% gender distribution in the CS department. According to the background questionnaire, all the participants often explore unfamiliar topics for research purposes (mean = 3 in 5 point Likert Scale where 1 = never, and 5 = daily). Google scholar is the primary literature search tool for 16 participants, while others use a combination of tools including Google Scholar, ACM digital library and arXiv.

Design

We designed a within subject study, where every participant performed two search tasks – one exploratory and one lookup – in each system (full system and baseline system) resulting in 4 tasks in total per participant. We needed both exploratory and lookup tasks to validate the performance of the classifier. To avoid order effects, we counter-balanced the sequence of performing the tasks and the search system using the Latin square design.

Tasks

Lookup tasks were designed according to a typical known item search scenario, where the participants look for an article that they have come across before. An expert researcher from the machine learning domain selected six articles for the known item search task, where three of them were from the machine learning domain because our data set well covers this domain and also in our department it is easy to get help from experts in this domain to assess the task performance. We selected these topics because none of the participants were directly involved in research on these topics before, which creates a homogeneous set of participants to avoid biasing the results. Additionally, an expert tested the retrievability and availability of these articles in our data set. We randomly picked one article from each topic and asked the participants to skim through them two hours prior to the study. We described the lookup tasks using the following template:

“Do you remember the article that you read two hours ago about the topic X. Imagine that you are conducting a literature review on topic X and decided to refer to this particular article. Try to find this article using the given search system.”

In exploratory search tasks, users typically search for the purpose of learning [40]. To situate the participants in a natural exploratory search setting, prior to the study we asked them to provide a list of topics that they would like to learn about but have limited knowledge of. Then, we selected two unique topics from the given list and assigned one topic per system. In this way, we ensured that there was a genuine motivation to learn for the participants. Table 1 shows the search topics each participant selected for exploratory search tasks.

Measurements

We logged all the details related to the performed search tasks: task type (exploratory or lookup), system used (full system or baseline), search topic for exploratory tasks, search query, and target article for lookup tasks. The system logged the classifier predicted task type for all the tasks performed in both systems as well as all the user interaction data – clicks, duration of result page browsing, depth of scrolling, and time spent reading clicked articles, bookmarked articles, and user feedback on interacted articles. We also collected qualitative feedback on the search system through interviews. An external expert reviewer from the machine learning domain rated, on a binary scale, the relevance of all the articles returned by both systems for the exploratory tasks. The reviewer was unaware of which system was used by the participants.

Procedure

Prior to the study, we provided a background questionnaire to capture the knowledge and research experience of the participants. In this questionnaire, we also asked the participants to give a list of search topics that they would like to learn about for the exploratory search tasks. We only selected those participants who listed at least two machine learning topics that have sufficient articles in our data set.

To situate the participants in the known item search scenario, before the study we invited them to our lab and provided them with two articles to skim through. We asked the participants to imagine that they came across these two articles while searching for literature and instructed them to follow their natural skimming behavior in such a scenario. To prevent them from memorizing the content, we did not tell them
about the upcoming lookup task where they had to re-find the same articles. We informed them that the purpose of this part of the study is to observe their skimming behavior. We did not restrict the time allowed for skimming and the participants spent on average 13 minutes skimming both articles. Then, we allowed them to return to their usual work and come back to the study after 2 hours. This way, we ensured that the participant has some memory of the article that they skimmed through but forgot the exact details, such as the title and author information [28].

All the studies were conducted in a controlled laboratory room, on a laptop computer with an external 27-inch display. Before the study began, we demonstrated how the search system works and the participants performed a training task to become familiarized with the system. Every participant performed one exploratory task and one lookup task with each system, resulting in four tasks in total. The participants were not aware of the two different systems as both the baseline and the full system have the same interface. For exploratory tasks, we allocated 25 minutes and instructed the participants to spend the entire time searching. For the lookup tasks, we allowed 15 minutes maximum and they could end the task as soon as they found the article. The system automatically terminated the search session at the end of the allocated time. Then, the system loaded the list of articles that the participant either clicked or bookmarked to provide an explicit feedback on the relevance of each article on the scale from 1 to 5 (where 1 = not relevant, 5 = highly relevant). After every task, we conducted a semi-structured interview about their experience with the search system. Each study lasted approximately 90 minutes and we compensated each participant with a movie ticket.

RESULTS
The 18 participants performed 72 search tasks in total (18 exploratory tasks × 2 systems + 18 lookup tasks × 2 systems = 72). No data points were excluded. We analyzed both the quantitative and qualitative feedback from the participants as well as the interaction data and expert ratings.

User Perception
To understand whether there is a noticeable difference in the user perception of the two systems, we analyze the explicit scores users gave to the bookmarked items (Best score = 5, worst score = 1). We also analyze the qualitative feedback each participant gave during the interview to corroborate the scores given to the bookmarked items.

User rating: We found that users gave higher ratings for documents retrieved during exploratory tasks using the full system compared to the baseline system. Figure 4 shows the mean rating users gave to both systems for exploratory (Explore) and lookup tasks.

Table 1. List of search topics each participant selected for the exploratory tasks. We randomly assigned the selected topics for the full system (Full) and the baseline system.

<table>
<thead>
<tr>
<th>Participant</th>
<th>System</th>
<th>Search topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Full</td>
<td>clustering</td>
</tr>
<tr>
<td>2</td>
<td>Full</td>
<td>dimensionality reduction</td>
</tr>
<tr>
<td>3</td>
<td>Full</td>
<td>heart rate classification</td>
</tr>
<tr>
<td>4</td>
<td>Full</td>
<td>unbalanced training set</td>
</tr>
<tr>
<td>5</td>
<td>Full</td>
<td>crowd sourcing</td>
</tr>
<tr>
<td>6</td>
<td>Full</td>
<td>collaborative media</td>
</tr>
<tr>
<td>7</td>
<td>Full</td>
<td>semi-supervised learning</td>
</tr>
<tr>
<td>8</td>
<td>Full</td>
<td>chaotic theory</td>
</tr>
<tr>
<td>9</td>
<td>Full</td>
<td>semantic analysis</td>
</tr>
<tr>
<td>10</td>
<td>Full</td>
<td>abstract argumentation</td>
</tr>
<tr>
<td>11</td>
<td>Full</td>
<td>read error correction</td>
</tr>
<tr>
<td>12</td>
<td>Full</td>
<td>probabilistic models</td>
</tr>
<tr>
<td>13</td>
<td>Full</td>
<td>data mining</td>
</tr>
<tr>
<td>14</td>
<td>Full</td>
<td>dimensionality reduction</td>
</tr>
<tr>
<td>15</td>
<td>Full</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>16</td>
<td>Full</td>
<td>deep learning</td>
</tr>
<tr>
<td>17</td>
<td>Full</td>
<td>topic models</td>
</tr>
<tr>
<td>18</td>
<td>Full</td>
<td>neural networks</td>
</tr>
<tr>
<td>19</td>
<td>Full</td>
<td>random forests</td>
</tr>
<tr>
<td>20</td>
<td>Full</td>
<td>support vector machines</td>
</tr>
<tr>
<td>21</td>
<td>Full</td>
<td>string kernels</td>
</tr>
<tr>
<td>22</td>
<td>Full</td>
<td>Bayesian nonparametric</td>
</tr>
<tr>
<td>23</td>
<td>Full</td>
<td>computer vision</td>
</tr>
<tr>
<td>24</td>
<td>Full</td>
<td>brain signals</td>
</tr>
<tr>
<td>25</td>
<td>Full</td>
<td>clustering</td>
</tr>
<tr>
<td>26</td>
<td>Full</td>
<td>topic segmentation</td>
</tr>
<tr>
<td>27</td>
<td>Full</td>
<td>speech tagging</td>
</tr>
<tr>
<td>28</td>
<td>Full</td>
<td>graph matching</td>
</tr>
<tr>
<td>29</td>
<td>Full</td>
<td>time series analysis</td>
</tr>
<tr>
<td>30</td>
<td>Full</td>
<td>bootstrapping</td>
</tr>
<tr>
<td>31</td>
<td>Full</td>
<td>compressed sensing</td>
</tr>
<tr>
<td>32</td>
<td>Full</td>
<td>social network analysis</td>
</tr>
<tr>
<td>33</td>
<td>Full</td>
<td>deep neural networks</td>
</tr>
<tr>
<td>34</td>
<td>Full</td>
<td>reinforcement learning</td>
</tr>
<tr>
<td>35</td>
<td>Full</td>
<td>speech recognition</td>
</tr>
</tbody>
</table>

Figure 4. Mean rating given by the participants to the articles that they bookmarked in the full system (Full Sys) and the baseline system for exploratory (Explore) and lookup tasks.

The 18 participants performed 72 search tasks in total (18 exploratory tasks × 2 systems + 18 lookup tasks × 2 systems = 72). No data points were excluded. We analyzed both the quantitative and qualitative feedback from the participants as well as the interaction data and expert ratings.
4.7, p < 0.05). According to post hoc Tukey’s test with bonferroni correction, in the exploratory tasks, participants gave a significantly higher rating for the results in the full system (mean = 3.72, s.d. = 0.6, p < 0.05) than the results in the baseline system (mean = 2.54, s.d. = 0.92). These results provide quantitative evidence that in exploratory tasks users perceived the results retrieved by the adaptive search system to be more useful.

However, users gave lower ratings for lookup tasks performed in both systems. The mean rating given for lookup tasks in both the full system and the baseline coincide and there is no statistically significant difference (p > 0.05, Tukey’s test). This result suggests that even though users bookmark documents in lookup tasks, they do not find them to be relevant enough to give them a high score.

**Qualitative feedback:** Interviews further confirmed that users perceive the full system to be better for exploratory search tasks. Eight participants stated that the full system gave them different directions to explore: “I found new areas that I didn’t know before” [Participant 15]. “It gave me a range of options beyond what I directly typed. In other search engines I only see things related to my query” [P11]. Four participants mentioned that when they conduct exploratory searches in general, they spend a lot of time reading a single review article to learn about other related areas, but with the full system they found these areas right away: “normally I spend a couple of hours reading a book or a review to find the other topics, then in here I noticed a lot of articles not directly related to my query. When I checked them I realized, this is actually another interesting topic” [P2]. In the baseline system during exploratory tasks three participants stated that they got stuck in one topic: “Over iterations the topic got narrower and I did not know how to find other topics in here” [P8].

For lookup tasks, users gave, on average, lower ratings for articles retrieved in both systems. This is because in lookup tasks, the users’ goal is to find a known item and their ratings are bimodal – rating the target item with score 5, and all the other items with the lowest scores, even if they are closely related to the target. For example, when rating a document that was very similar to the target, a participant gave it a score of 2, saying “This article is relevant, but not the one I want. So I give it 2” [P5].

According to the interviews with the participants whose lookup tasks were misclassified as exploratory, we found that most of them had forgotten the paper they were looking for: “I am sorry, I totally forgot [the details of ] what I was looking for” [P16], “All I remember is one of the authors is from Facebook. I didn’t find anything [relevant]” [P3].

**Classifier Accuracy**

We calculated the overall accuracy of the classifier by considering the entire 72 search tasks regardless of the system and calculated the percentage of the tasks that were correctly classified as exploratory/lookup. Among the 72 tasks, the classifier accurately classified 58, leading to an overall accuracy of 81%. Further analysis of how well the classifier distinguished exploratory and lookup tasks showed that it accurately classified 92% of exploratory tasks and 69% of lookup tasks (Table 2). The overall accuracy of the classifier in the full system was 78% (89% exploratory, 67% lookup), beating a random classification (50%) by a clear margin.

Further analysis of the incorrectly classified lookup tasks showed that these users issued very short search queries with two keywords, such as “deep learning”, “image captioning” or “face recognition”, and reading time was longer than 131 seconds. According to the classifier (Figure 3), when search queries are shorter than 3 words and reading time is longer than 131 seconds, they are classified as exploratory. This behavior is concordant with statements made by these users during their interviews that they had forgotten the details of the target article, which would have forced them to employ an exploratory strategy.

As further evidence that the users of misclassified lookup tasks behaved differently compared to those classified correctly, Figure 5 shows LOESS [15] regression lines for how the number of bookmarked articles varies as a function of the iteration number for different systems. LOESS is a
Figure 6. Boxplots of the number of iterations users spent performing lookup and exploratory tasks using the baseline, full system (all data) and full system when the classifier correctly predicted the task type.

method for local regression that produces a smooth curve using weighted least squares over a sliding window. Being nonparametric, LOESS does not require the data fit a single global function, but can instead highlight localised trends. Users with misclassified lookup tasks tended to bookmark more articles during the early iterations of the search session compared to both the baseline and the correctly classified full system. If these users are actually employing an exploratory search strategy, then it is indicative of a lack of user motivation in those lookup tasks, and we may, therefore, be underestimating the efficacy of the classifier.

User Behavior
We analyzed user search behavior in terms of: (1) the number of search results users clicked or bookmarked – referred to as interactions, (2) the number of times the user requests a new set of results by clicking the next button – referred to as iterations, (3) the number of bookmarked articles over iterations. Furthermore, to understand if there is a difference between the user perceived relevance and the actual relevance (according to an expert) in exploratory tasks, we compare the bookmarked articles with expert judgement.

Interactions: In exploratory search tasks, there is a higher number of interactions in the full system (mean = 15.7 interactions/participant) than in the baseline system (mean = 11.5 interactions/participant). In lookup tasks, there are fewer interactions than in exploratory tasks (lookup tasks in full system: mean = 5.2 interactions/participant, lookup tasks in baseline system: mean = 5.3 interactions/participant). According to the repeated measures ANOVA test, the task type has a significant effect on the number of interactions (F(1,71) = 15.5, p = 0.0002), however the effect of the system on the number of interactions was not significant (F(1,71) = 0.71, p = 0.41). We conclude that regardless of the system, users interact with more results in exploratory tasks than in lookup tasks.

Iterations: There were no significant differences between the number of iterations users spent with either system when performing either lookup or exploratory tasks (p > 0.05, paired t-tests). Figure 6 shows boxplots of the number of iterations users spent with each system performing lookup and exploratory tasks. During lookup tasks, users spent on average 6.11 (s.d. 3.20) and 6.06 (s.d. 3.57) iterations using the baseline and full systems, respectively. The average number of iterations was longer for exploratory tasks: 7.33 (s.d. 3.43) iterations with the baseline and 7.05 (s.d. 3.47) iterations with the full system. Discarding results where the classifier in the full system incorrectly predicted the task type did not lead to a statistically significant difference in the number of iterations spent in either system (p > 0.05, Welch’s t-test).

There is a consistent difference, however, between the time taken for each iteration depending on the task type. In Figure 7 we consider only those experiments where the classifier correctly identified the task type. Users spent, on average, less time on each iteration during lookup tasks than exploratory tasks. For example, during the first iteration (between the search query and the classifier running) users spent on average 138 seconds performing lookup tasks, but 341 seconds for exploratory tasks.

User Bookmarks Vs. Expert Assessment: While expert assessment showed no difference between either system with respect to the number of relevant articles, users of the full system bookmarked more articles in the initial iterations compared to the baseline. Figure 8 shows how the number of bookmarked articles varies as a function of the iteration number for both baseline and full systems performing exploratory tasks. For a given search query, both baseline and full systems initially show the user the same articles, which is reflected in users bookmarking the same number of articles in the first iteration (iteration 0 in the graph). From the next iteration, the two systems diverge in terms of the number of articles that users bookmark. By the third iteration (iteration 2 in the graph), the users of the baseline system bookmarked less than 1 article per iteration on average. In the full system, however, the number of bookmarked articles declined gradually until
converging with the baseline at around iteration 6. This trend suggests that while users of the full system are exposed to more relevant documents initially, the user feedback eventually overrides the exploratory terms in the ranking equation, leading to convergence with the baseline system.

We contrast these results with the expert assessment of article relevance at each iteration (Figure 9), which suggests that there is no difference between the performance of the full system compared to the baseline. This demonstrates the subjective nature of exploratory search and the need to support individual users’ information needs.

**DISCUSSION AND CONCLUSIONS**

We contribute an approach for designing an information search system capable of supporting both exploratory and lookup search tasks. Exploratory search is gaining importance as more information is available through the web [33], yet it is considered to be one of the most challenging search tasks [3]. Perhaps this is due to the fact that most of the existing search systems are designed to support either lookup or exploratory searches but not both [13, 20]. Users are reluctant to switch between search systems for different search goals or deviate from familiar list based search interfaces to other visualizations introduced in exploratory search systems [24]. We demonstrate a new approach which aims to predict the search task type from implicit measurements of search behavior and dynamically set the parameters of the underlying retrieval algorithm.

Our approach involves using a classifier to predict whether the search goal is exploratory or lookup using three features – clicks, query length and reading time. In line with previous work [2], our results show that exploratory tasks can be distinguished from lookup tasks using search behaviors measured only from the interactions within the first SERP. The overall accuracy of our classifier is 81%, which is comparable with the 85% accuracy reported in [2]. This is an important finding given that the exploratory search tasks in our study are truly motivated by the participants. However, the accuracy of the classifier was lower in the lookup tasks (69%). According to the interviews with the participants of the misclassified lookup tasks, it is clear that they had forgotten the details of their target item and their behavior is very similar to the struggling behavior in lookup tasks reported in literature [23]. One possible reason is that the lookup tasks in our study setting were not as natural as exploratory tasks and the users did not have a true motivation to find the target or pay enough attention when skimming the articles. We see more opportunities in the future to further investigate other possible approaches to improve the classifier accuracy for lookup tasks by incorporating models that disambiguate struggling vs. exploration [23]. Overall, we showed empirically that it is possible to automatically separate search intentions early on in the course of the search session [8].

According to the mean scores users gave to the selected documents, it is evident that users noticed an improvement in the search results retrieved through our approach. A recent study which motivated the trade-off we made between exploration and exploitation in exploratory tasks also reported similar user feedback [4]. Even though the search interface and the visible features are identical in the two systems, users still favored the full system for exploratory tasks.

This finding shows that users are sensitive to the changes in the exploration parameter and a higher exploration rate is necessary for exploratory search tasks. Users’ ratings also show how their expectations change according to the task type. In typical known item search tasks, as in our study, users are only interested in finding the target item [26] and they are less interested in other relevant items. For this reason, the overall mean rating for lookup tasks is lower. Another interesting finding is that users gave a similar rating for the baseline system regardless of the task type. This is unexpected because the baseline system does not adapt to the task type.
User behavior analysis sheds light on how the proposed approach influences search strategies – number of interactions, iterations and bookmarked articles. In exploratory tasks, users interacted with more results than in lookup tasks and went through more iterations [23, 33, 40]. Our approach had no significant influence on the number of interactions or iterations. These findings are interesting because they show that users were not overwhelmed by the diverse areas covered by the higher exploration rate in exploratory tasks. At the same time, we can conclude that even in the studies where the classifier incorrectly predicted the task type (22%), users followed the same strategy. This suggests that maybe the classifier incorrectly predicted the task type because the user is indeed following an exploratory strategy in lookup tasks and vice versa. However, further investigation with more studies in an uncontrolled setting would be required to make conclusive remarks.

We observed an interesting difference between the number of results that the users bookmarked as relevant and the expert rated as relevant. Even though the results from both the full system and the baseline system appear equally relevant to an expert, this is not the case for the user. Users tend to bookmark more documents as relevant in initial iterations in the full system compared to the baseline system. The expert reviewer only knew the initial search topic of the user but not the changes in user interests over time. This shows that the relevance of search results is highly subjective and can change throughout the search session [40]. As suggested in the literature, in exploratory search as users gain more knowledge on a given topic, their search interests might deviate from the original topic [5]. This is further justified by the interview findings, where users stated that they found more interesting topics different from their search topic in the full system. This finding further confirms that our approach is appropriate because in exploratory tasks it is not sufficient to retrieve results only relevant to the search query.

Our results show that in cases where lookup tasks are misclassified as exploratory, the user had to bookmark more items than in correctly classified cases (Figure 5). This suggests that users have to examine more items to find the target item. In known item search tasks the goal is to reach the target item as fast as possible [33], and having to bookmark several items indicates that it slows down the lookup process and would lead to frustration [18]. This behavior is similar to struggling behavior in lookup searches [18]. This finding points to the importance of accurately setting the exploration rate. While too few exploratory tasks were misclassified for a similar comparison, we note that tasks performed in the baseline are equivalent to misclassified exploratory tasks in the full system. In the baseline system users bookmarked fewer items than in the full system (Figure 8), which, combined with the interviews, suggests that users saw fewer articles of interest. In the current version of our system, the classifier is only run after the first iteration, however, these findings suggest a possible means to correct misclassified tasks from the second iteration onwards by monitoring user activity as the search progresses. We note that for correctly classified tasks, iteration time trivially distinguishes lookup from exploratory tasks during the initial iterations (Figure 7). The next version of the system could combine our current classifier with subsequent user bookmarking and timing information across iterations, taking a more holistic approach to task classification.

We see several future opportunities to further improve the proposed approach. An important open challenge is how to make the exploration/exploitation trade-off transparent to the user. This step needs more careful investigation of how to show the system predicted task type to the user and allow the user to correct the system’s prediction. However, it is also important to avoid overloading the user with too much information as it would become a distraction [24]. It is also important to validate the classifier in a realistic setting by collecting longitudinal data. To this end, we intend to deploy our prototype system to the public. However, this brings additional challenges, such as how to identify the ground truth of the actual search task. We are investigating approaches how to unobtrusively obtain this data from the user.
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